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Abstract

In recent years, inter vehicular networking technologies are gaining momentum due
toitsmergerwithwirelessintaetthroughinfrastructuregateways.Alargequantityofinternetdata traffic
heavily relies on transmission control protocol (TCP) due to reliable connectered services.

TCP with sluggish window growth and weakly shaped congestion control mechanisrmébgls u
multi-hop inter vehicular conditions due to disjoint links and wireless channel errors. This paper
introduces inter vehicular access network (IVAN) TCP, designed to suppress the
limitationsofcongestioncontrolandwindowincrementalgorithminthenidpintervehicular wireless

environment . The | VANOGs flexible window incre
faster i ncrease i n t he transmission rat e.
algorithmreducesthetransmi $yiaondr 21 aaseden s mrd
congestion notification. The simulation resul

performance, substantial reduction in the queue packet drop and packet latency against standard
TCP variants under inter vehiculakgronment.

Keywords:Vehicular ad hoc network (VANET), Transmission control protocol (TCP), Slowstart
(SS), Flexible window increment (FWI), Inter vehicular access network(IVAN)

1. Introduction

In this world the population increases day by day and usageeohén also increased.We
may face lot of issues while using internet during traveling. To reduce them we prefer VANET.
Nowadays, VANET has become a great area for research purpose. VANET is an intelligent
productoftransportsystem.VANETstandsforVehicleadNetevorkwhichmeansthemoving vehicles
which are connected with each other using a wireless medium to communicate in urban
orhighwaysisknownasVANET.ThemainpurposeofVANETiIstoprovideanadditionalsafety and
comfort to the drivers. VANET prevents us from collisortraffic violation, dynamic route
scheduling, traffic monitoring, blind crossing and it also provides internet connectivity between
vehicular nodes. VANET have come up with the idea of interaction with vehicle to vehicle and road
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side unit by using wirelss sensor device which are mounted in every vehicle with Network
medium. VANET are been classified into two. In VANET vehicular communication are used to
generate the information or distributed the information with vehicle to vehicle (V2V) and vehicle to
infrastructure(V2I).
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OneofthemajorprotocolsusedforthelnternetprotocolsuiteistheTransmissionControl  Protocol
(TCP). It helps in establishing and maintaining the network communication through which they
could exchange their data. It is initiated only fiansmission of packets. TCP acts as an interface
between client and server. Traditional TCP was developed in the 1970s. In 1983
adoptedasthestandardforARPANET.TheTCParesubdividedinto3stagestheyareConnection
establishment, Data transfer and Connection tetion. For reliable connection TCP follows
synchronize (SYN) and acknowledge (ACK) method. It is been performed in 3 steps which are
SYN,SYN-ACK,ACK.Majordrawbackiscommunicationfailurewiththehostandthenetwork, receiving
duplicate acknowledgement leads to packet loss and
routingproblems.MajorproblemsfacedinTCPduetoVANETarelackingininfrastructure,communicatio
n failure, faces terminal issues, hidden terminals;dineictional links and mobility of nodes with

frequentpathbreakwithhugepacketloss.Averagepadsttkesplacewhenoneormorethan one
packetissendingrom the computer network fails to reach the destination then packets are
considered | oosed. ltds happened due to conge

percentage with respect to the paskehich aresending The TCP could detect the packets and
perform a retransmission process to make reliability of messaging. Random packet loss is been
duetothequeueandComplexradioenvironment.Thepacketsaresentrandomlymayfacepacket loss in
larger packet ainsmission on considering the time lag for sending the larger packets. Random Early
Detection (RED) is used to prevent early packet loss. But it can be controlled in certain casesonly.

To overcome all the issue, we are going to desgnTCP which handles
connectionintelligently. The main contribution to the paperis

1 New congestion control algorithm is designed forVANET.

1 Window increment algorithm is modified before and after thecongestion.

1 The performance of the proposed system is verified using NS2 and outcomes are longer
with existing TCPvariant.

2. Literature Survey Newreno

The extension of TCP new Renca3d CP Reno. Reno has overcome many limitations. The
second variant of the TCP & TCP Renowhich has an ibuilt congestion algorithm. When
packetlossoccursintRenqitreducesthecountby50%insendersidewiththethreshvalueand it may
allow the network to come out of the congestion state easily. There may cause critical backlog in
Reno andts performance may affect. For detecting multiple packet losses in the same congestion
window, it may take long time to process. When we received the segment there may be an
immediate response from fRena

2.1Cubic

73
International Journal of Recent Research and Applied Studies, Volume 9, [BshapR022



ISSN: 2349 - 4891

International

. Journal of Recent Research and Applied Studies
IIRRAS (Multidisciplinary Open Access Refereed e-Journal)

The congestion control protocol for TA® a Cubic (transmission control protocol) and
inLinux it is the current default TCP algorithm. High speed variant of standard TCP is CUBIC.
CUBICandmanyearlierT CPalgorithimsvenanydifferencesandCubichraedonthecadence of
RTTs to increase the windowzsi
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To maintain the growth rate as matches as TCP. CUBIC enhance new TCP mode to change
the situations. In cubic TCP mode when RTT is short it uses the same congestion control
mechanism. For cubic the Binary Increase Congestion Contro}t (BI€) [XHRO04, a predecessor
has been selected as the default TCP congestion controlAlgorithm by Linux.

2.2Compound

It was developed by the Microsoft HAvistao f
Congestion control mechanism one is TR@noand another e is TCP Vegas. Compound TCP
has high bandwidth and low delay product. When their network buffers are small, they may even
work well. CTCP design which satisfies the both efficiency requirements and TCP requirements at
same time. Without affecting its germance, it also improves its connection throughput in CTCP
congestion. In CUBIC to increase the convergence speed, we additionally add heuristic in CUBIC.

2.3Vegas

It is a TCP congestion avoidance algorithm which gives important to packet delay,
othertlanpacketloss,forsendingthepacketssignalsmayhelptodetermineitsrate. TCPVegasdetects
congestion at an initial stage depends upon increasing Roymdlime (RTT) values of the
packets in the connection congestion may detected only via packet loss. The BasallTof
accurate calculation based on algorithms. When the RTT values are too small then throughput of the
connection will be less than the applicable bandwidth. When the value is too large then it will
connectionwillbeoverrunout.Foravoidingcongestiviaqse, itusesmuliacetedcongestion  control
tricks inTCP.

2.4Westwood

TCP Westwood (TCPW) which is modification done only in sender side of the TCP
congestion window algorithm which may help to work well in TCP Reno in wired as well as
wirelessnetworksnahanism.MostimportantfeaturesofWestwoodTCPareitdoesnotneedany
inspection or interception of TCP pockets at intermediate nodes. For implementing TCP Westwood
there are two methods first one is Countback and the second one is Recovering from sporadic error
which may provide fast transmission and fast recovery. When random packet loss exist in few
percent TCPW functionality will be low. TCP Westwood have walbbwn good controllable
andfriendliness.

3. Existing System

The IVAN customized for inter vehiculavireless access environment requires four major
modifications.Modification 1. The sender side cwnd growth algorithm i.e., FWI algorithm.
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Modi fication 2: The relay nodebds single queue
The r ecei v eechostatecvariabdes.st i o n
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3.1Flexible Window Increment (FWI) Algorithm
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Figure 1 Exponential versus flexible window growth

The sender side FWI algorithm divides the entire cwnd growth into five thresholds based
ont her advatisedwinddrsapacity.ThesenderusesthethresholdstomonitorTCPflows growth

l evel and initiates rat e reducti on based on
theinitialwindow(int_wnd), o5themaxi mumwi ndow( n
betve e n 201 and 23, and 24 the upper mi dpoi nt

o23referredasopti mumwi ndowutilityandbel owasal ow

the cwnd growth rate exceeds 50% of the receiver advertised capacity and vice vieeskwer

utility region. For each successful ACK, the FWI updates the transmission rate by computing
current cwnd, 95, and increment parameter (inc
the value 0.125, higher inc_p value results in bottikrek congestion and smaller inc_p value

leads to slower window increment rate. The SS phase cwnd update function and the window
threshold levels computed using the followingequations.

ewndi=1 = ewnd; + (y5 — cwnd:) = incg; 0<cwnd <ys (1)
¥s =max_wnd (2)
y1=int_wnd (3)
y: = n-.ya {centroid) (4)
2
yz = =M j’ {(Lower midpoint) (3)
e = =1 lfUpper midpoint) (6)
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When the cwnd reaches the maximum receiver advertised cafiégifyF\WI ends the SS
phase and moves to CA phase. In the maximum window condition i.e. cwi&d the sender
compares current RTT against the sum RTT i.e. the average of last three RTTs and sets the ca phase
new ssthresh. The ssthresh and cwnd updatied the following equation.

3
Vs * s RTT < SUM_RTT

ssthresh= (7

1
ys* 5, RTT 2 SUM_RTT

3.2Single Queue Dual Marking (SQDM)Mechanism
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Figure 2 Queue Model: Single Queue Dual Marking (SQDM)

Thel VANcongestioncontrolalgorithmheavilydep
information. The idea behind SQDM carved fromM& E6s ECN based queue n
minor modifications in the threshold settings and congestion notification, i.e., two level
notifications. TheexistingNCEOGsqueuingalgorithn
riouscongestionalertduringreuting,resultsinneedlesstransmissionratereduction. = The  SQDM
approach maintains two threshold leve(®mand Qv,) to notify the sender about
therelaynodesqueuebuildup. Thg,fixedas50%ofaveragequeuesize,providesanadequate buffer
capacity to store the packetduring rerouting that occurs due to link breakage. The
Qv2markinglevelchosenas75%ofthetotalaveragequeuégigg),notifiesthesenderaboutthe critical
gueue buildup in the relayrouters.

O(an =@ Oyo20suaq +00dF0di(Q (8)
Where&Q.,is the current queue size afl:be the queue weight, takes the value 0.2. For
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every packetarrival, SQDMchecksthestatusdfifig i ,iftheQsvq isi exceed®-y 1,relayrouters
marktheincomingpacketswiththecongestionexperienced(CE)fieldméneetprotocol(1P)
headerthatalertsthesenderaboutincipientnetworkcongestion.

Whenth&s i exceedQyo, the relay router performs the second level marking by
initiating a newly added severe congestion
experience(SCE)flaginthelPpacketheadeer€tayrouterduallevelmarkingimprovessender alertness
towards network congestion. In short, the sender will have an update on appropriate
congestionlevelandreducesthetransmissionrateaccordingly.Furthermore,theSQDMalgorithm  with
improved marking threshold excomes the spurious congestion notificationimpact.

3.3 Receiver EchoNaotification
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Figure 3 TCP IVAN Flow Diagrams

The receiver maintaingacket markingl (PM1) and packet marking) (PM2) variables that
preciselyechde he r el ay routerds conges t-comgestechooridition,i c at i

the receiver state variables remain inactive
receiver enables ECE flag in the ACK packet to notify the incipientesiiam. On receiving the
first | evel CWR flag, the receiver stops firs

00) i.e., no further marking of level 1 notification.

For second level SCE packet marking, receiver enables SCNE flag to netisetere
congestion. On receiving the second
| evel CWRresponseflag, receiveractivatesboththes
PM1 and PM2 reset to zero for no marking condition. The receiver congestion echoes based on two
state variables swiftlyeact to queue buildup and supports two level congestitifications

4. Performance Analysis
4.1 Good put

In data transmission goodput measures how fast and accurately useful data travels in the
network and arrives at its desired location.

Goodput = Sizeof a transmitted file / the time it takes to transferthefile ©)]
4.2Throughput

In data transmission, throughput is the amount of data moved successfully from one place to
another place in a given time peri o(ldps), aaimd t yr
megabits per second (Mbps) or gigabits per second (Gbps).

Max throughput = RCV buffer size/RTT (20)

4.3 Delay
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Delay is a design and performance characteristic of telecommunications network. It
specifies the latency for a bit of datattavel across the network from one communication end
point to another. It is typically measured in multiples or fractions of a second.

Delay = Length between sender and receiver / Size ofdatapacket (11

4.4 Packet loss

Packet loss descel lost packets of data not reaching their destination after being
transmitted from one end to another end across a network.

Packet loss = Number of lost packets / Number ofreceivpdcket (12)

4 5Error Rate

Depending upon thdifferent values error rate the goodput, throughput, delay and packet
lossvaluesmaybechange.Whentheerrorrateincreasesthroughputincreasesandwhenerrorrate decreases
the throughput decreases. In case of goodput the when error rate increases goodputlikehpases
when the error rate decreases the goodput also decreases. Similarly, when we see
thepacketdroptheerrorrateincreasesthepacket dropdecreasesatthesametimewhenerrorrate decrease
packet drop increases. While error rate increases the delay decreasewligel error rate in a
network decreases delay isincreases.
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Throughput vs Error Rate Goodput vs Error Rate
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Figure 4 Error Rate vs (a) Throughput (b) Goodput (c) Delay (d) Packet drop
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Dependinguponthenumberofnodesusedinanetworkthevaluesofgoodput,throughput, delay and
packetloss maybe change. When the Number of nodes increases throughput decreases and when
number of nodes decreases the throughput increases. In case of goodput the number of nodes
increases goodput decreases but when nodes are decreases the goodput aiss. iSarakarly,
when we see the packet drop the nodes increases the packet drop also increases at the same time
when nodes decrease packet drop also decreases. While number of nodes increases the delay
decreases and number of nodes decreases delay isexrea

Throughput vs Node Goodput vs Node
0000 25000
25000 000
£ 2000 EH
3 3 w0
3 LB = L
H
% 15000 s ] 0
£ P ¥ 1000 s
10300 — - w0 1 = li¢
5600 I ' n | IH 5100 I Il - I n Iﬂ
U m Iuﬂ lﬂ_ i _Hﬂ.. I_u | oL n m_H ln” | II_ - I,. | .J i
conpotnd oubee DEWIR0 veaes westwood  Proposed [CP connpead oulic newtero vegas watwend  Proposed 12
TCP Varians TCP Variants
(a) (b)
Delay vs Node Packetdrop vs Nede
160 3
140 S0 =
~ I T e
&= n & =
- m -
£ 100 i -
= - "
4 1 3 g B o
a L 3 LA
s 5 ) 30 k] Tk
- FR ;
o uT L -
o =l
" o 19 m i
\ ” II I il III
0 mi Blinll | 0 il | ulllll '
conipocrad culie newnen vegas westwoed  Propowed TCP ok culric rewnen vegis wedwond  Propd TCR
TCP Varlants TCPVarlanty
(c) (d)

Figure 5 Number of Nodes vs (a) Throughput (b) Goodput (c) Delay (d) Packet drop
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4.7 Speed

Depending upon the speed of the network the values of goodput, throughputamilay
packet loss maybe change. When the speed of the network increases throughput decreases and
whenspeeddecreasesthethroughputincreases.Incaseofgoodputthewhenspeedofthenetwork increases
goodput decreases but when the speed decreases the goodput asesn&ienilarly, when we see
the packet drop the network speed increases the packet drop also increases at the same time when
network speed decrease packet drop also decreases. While network speed increases the delay
decreases and likely when speed of mekndecreases delay isincreases.
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Figure 6 Speedws. (a) Throughput (b) Goodput (c) Delay (d) Packet drop
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4 8 Traffic

Depending upon the number of traffic nodes present in a network the values of goodput,
throughput, and delay and packet loss maglienge. When the Number of traffic nodes increases
throughputdecreasesandwhennumberoftrafficnodesdecreasesthethroughputincreases.Incase of
goodput the number of traffic nodes increases goodput decreases but when nodes aredecreases the
goodput also increase Similarly, when we see the packet drop the traffic nodes increases the
packetdropalsoincreasesatthesametimewhennodesdecreasepacketdropalsodecreases.While  number
of traffic nodes increases the delay increases and number of traffic nodes decreases delay
isdecreases.
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Figure 7 Delayvs. (a) Throughput (b) Goodput (c) Delay (d) Packet drop

5. Conclusions

Vehicular adhoc network (VANET) is one of the most challenging domains in current
scenario to provide aimtelligenttransport system (ITS). One of the important application areas of
mobile adhoc network (MANET) is VANET. The inter vehicular simulation outcome
highlightstheproposedlVANTCPachievesimprovementinthroughputandsubstantialreduction in loss
rate, Packet dropsand eneto-end packet latency reduction against Westwood and NCE. The
standard approach control system design is to develop a linear model of the process for an
operationconditionandtoDesignacontrollerhavingconstantparameter.Therefore,wearetifyinigato
more precise TCP flow dynamic model than tonoise.
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